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a tract
~L’ 2L Length Scales of Cartesian CoordinatesAb

A three—dimensional, time dependent Navier—Stokes Rronecker Delta

~i.i.4 code using MacCormack’ s explicit scheme has been
vectorized for the CRAY— i computer. Computations t Eddy Viscosity Coefficient
were performed for a turbulent, transonic , normal 

~ ~ C Transformed Coordinate System,shock wave boundary layer interaction in a wind

4~ 
tunnel diffuser. The vectorized three—dimensional Equation (14)

Wavier—Stokes code on the CRAY—i computer achieved ~i llo~ecul5ar Viscosity Coefficient

code processed by a CYBER 74 computer. The vector— Densitya speed of 128 times tha t of the original scalar

ized version of the code outperforms the scaler
uI~~~~~ code on the CRAY computer by a factor of 8.13. A ~ Stress Tensor

comparison between the experimental data and the
simulation is also made. Subscriptsnumerical 

Property Evaluated at the FreestreamNomenclature
Condition

c Speed of Sound I Stagnation Condition
Def Deformation Tensor

Superscr iptse Specific internal Energy
+ v  + w -jC T  + (u2 2 2)/2 Denotes Vector

i, j, k Indexes of the Grid Point Syrtem a Denotes Time Level

Vector Fluxes, Equation (15) Denotes Tensor

I —K Exponent in the Stretched Coordinates Introductiony,z

L 1.ength Scale of Eddy—V (sconity, Zn the post decade, computational fluid dynamics
Equation (6) I has become f i rmly established as a credible tool

L~ , ~~~ LC 
D i f f e rencing Operator fo r aerodynamics research . Significant results

have been obtained for the inviscid—viscous inter-
actions including flow separation and flows overMach Number

— 
arbitrary aerodynamic configurations for a wide

n Outward Norma l of Solid Contour range of Reynolds numbers and Mach numbers1 ’~ .
• P Static Pressure I Aided by some rather crude and heuristic turbulence

models, success has been achieved even for complex& Pr Prandtl Number . I turbulent flows 3
~~. In spite of all these con—

I vincing demonstrations , the objective of a widePr
~ 

Turbulent rrandtl Number I application of computational fluid dynamics in

Rate of Heat Transfer engineering design has yet to be achieved. The
basic limitation is in cost effectiveness. A

R Reynolds Number Based on Running LengtI~ 
developed. From the viewpoint of computational

c Magnitude of Velocity i lover cost and systematic methodology needs to be

C)’ fluid dynamics, the obstacles involve several key
p,,u,,x/;1,, issues such as: the efficiency of computational

~ C...) algorithms, the numerical resolution, the automatic
7 Static Temperature gridpoint generation , the turbulence modeling, and

the supporting computing facilities. Substantial

U Dependent Variables in Vector Form areas, but continuous efforts are still in demand’.

t Time progress has been made in these interlocked problem

(p, pu, pv, pw ,p e )
— The present analysis addresses one of the keyu Velocity Vector

objectives in obtaining efficient numerical pro—
u, v, w Velocity Components in Cartesian Frame cessing. To achieve this objective, two approaches

seem obvious; either develop special algorithms
I designed for a particular category of problemsx y, a Coordinates in Cartesian Frame

according to the laws ~ physics or utilize an
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improved computer. In the case of special 
1

algorithms, a better understanding of the generic ~~~ 
‘f ~‘ ~~~ 0 (2)

structure of the flow field is reu~uired . Time—
dependent Navier—Stokes equations ~ ‘, parabolized ~pe —

Navier—Stokee .quations~
o.ul , boundary—layer ap— —~~~~ + V (pe~ 

. 
~~

‘
+ tj) — 0 (3)~

proxinationa or inviscid assumptions have been
developed to satisfy special needs. Ef forte to The turbulent closure of the present analysis is
develop more efficient finite differencing schemes accomplished through an eddy viscosity model. The

• have lead to a group of implicit’2 ’’’ and hybrid effective thermal conductivity is also defined by
procedur es’~ ’’””. In general, these attempts the turbulent Prandti number (Pr

~ 
— 0.9). An

have been successful and have achieved an order
of magnitude improvement in computing speed. f)~, 

albegraic two—layer model of the Cebeci—Swith type

the other hand, a class of computers designed for ~~~~ used where:

•~~~ and TLLXAC IV among others , has become available. c~ — p(kiL) 2{l —texp (_PJai~L
2 /26]) Ia~.i ~

scientific computations ; the CRAY— I, STAR 100

The most significant advance in computer hardv ,re ______
related to computational f luid  dynamics is the ‘ ii
vector processor which permits a vector to be
processed at an exceptional speed. This option 

~ maX
gives a new perspective ; Ic , a drastic reduction £~ — 

~~2%ax — 
~~ ) dy (5)

I i  

max
in computing t ime .

• Several e f for t s  on vectorization of computer is the Von Xarman constant (0.40) , and k2 assumes
codes with varying degrees of success have been
reported in the open l i terature ~~~~~~~~~~~~~~~~~ The the value of 0.0168. The length scale L is the
potential of increased speed in data processing asYmçtotic form given by Gessner for a rectangular
rate is clear. Basically, the objective of the duct
vectori r at ion of a computer code is to construct
• long ordered data string according to the com-
puter structure to be processed by the vector L — 2yz/fy + s + (y2 + ~2) ] (6)
registers and to achieve optimum data flow. 

The components of sheet stress and heat f l w t
A three—dimensional time dependent Navier—Stokes vector thus can be given as

code using }facCurzuack ’s explicit scheme 1 has been
vectorized for the CRAY—i computer. The selection (u+c)(Def
of this par~icuiar finite differencing scheme is
based on its pas t ability to p e r f o rm a la rge —12/3 (i~ + c) (V . ~) + p] (7)
numbe r of successful bench mark runs~~’, Its
proven shock—capturing capability, and the inherent 

~ + c~~ Fr (B)sinplicity of the basic algorithms. The CRAY—i — —

computer was chosen because at the present time , 
p l’r Pr~ ~~

among all th~ available general purpose scientific
processors, I t  provides the highest potential The equation of state , Sutherland ’s viscosity law
floating point computation rate in both the scalar and assigned molecular Prandtl number (0.73) for—
and the vector mode. Floating point operations sally close the sy stem of governing equations.
per second , FLOPS , may be used as a criterion for

• the measure of the central process or unit speed. Since the wind tunnel f low field consisted of
The asymptoti c rate for processing long vectors on four syisne t ricnl  quadrants , only a single quadran t
the CRAY—i is 160 x 10 6 flo . i ting point operations was computed. The boundaries of the computational

— per second (F L OP S) 22 . The combination or the domain contain two intersecting wind tunnel walls
selected algorithm and the CRAY—l computer provides and two planes of syusme t ry for which the associated
a bench mark for fu ture  development and a tool for boundary conditions are straight forward (Figure 1).
current engineering evaluation. In order to develop upstream conditions equivalent

to the experiment a separate computation ia
• The problem selected for evaluating the CRAY—I initiated with a free stream condition and per—
performance was the experimental investigation of atitted to develop a three—dimensional boundary
Abbiss ’’’2’ of a three—dimensional interaction of layer along the corner region until the boundary

t a normal shock with a turbulent boundary layer in layer duplicates the experimental observation
I a •qu.re wind tunnel diffuser at a Reynolds number (~ 4.0 cm , x — 316 ca) 2 1 . Then, the computed

of thirty million and Mach number of 1.51. The flow field at this strcaewise location is iai~osed
primary purpose of the paper is to determine the as the upstream condition for the interaction cow—
computational ipSed of the code, although • ~~~~~~~ 

putation, On the wind tunnel walls, the boundary
parison with experimen t a l  data is presented to conditions are no—slip for the velocity components
demonstrate the validity of the solution , and a constant surface temperature. The wind

tunnel wall pressure is obtained by satisf ying the
— I Cov.rnthg Eq~iations momcntum equation at the solid surface. On the

planes of syolnetry , the sy uetrical boundary con-

norma l shock wave across the wind tunne l is thensible Nevier—Stok ea equations in mass—averaged
variable, can be given ~~ 

specified according to the Rankins—Ilugoniot con-

The time dependen t , three dimensional cosupres— ditions are given for all dependent variable s. The

ditions . The far downstream boundary condition is
+ t . — o (1) th. well known no—change conditiom . In sumeary
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Initial condition: 1 I register meaory every clock p:risd. The j udicious

usage of the relatively small block register
0(0, ~~, ~~, ~) — ii~, (9) memory essentially determines the effectiveness

of the vector registers and allows concurrent
Upstream condition: operations (chaining) within One computer clock

period.. A major portion of the present effort
• iJ(t, 0, n, r~) — i3,, (10) • was to organize the data storage and to reduce

the total number of fetch/store data operations
Downstream: in the sweeping sequences.

— 0 (11) The effect of I/O on program speed i~ minimized
by overlapping data transfer with computations .

I ~ 
X.~, 0 I CRAY—i I/O section has twelve input and twelve

I output channels so arranged that four simultaneous
On planes of symmetry : I/O operations can be performed; each at a rate of

one word eve ry fpur clock period if there is no
— 0 and -~I — 0 (12) conflict. For each grid point per sweep 18 words

of I/O (five dependent variables, seven metrics,
• — a — ZL one eddy viscosity coefficient and the five up-

dated dependent variables) must be executed. The

• On wind tunnel wail buffered 1/0 and multiple independent I/O channels
permit the concurrent I/O transfer and arithmetic

u — v — w 0 ‘ 
• 

(l3a) 
• operations. Based on our estimate, a 64 x 47 x 47

— 3i3.79°K at y, ~ — 0 
grid—point syatem could have been solved on the

(13b) one—million word memory unit of the CRAY—i using
• — ~ J (13c) the above procedure.

to improve the numerical resolution in the viscous greatly exceeding the rates of conventional scalarA coordinate system transformation is introduced The vector processor generates results at rates

dominated region, processing by performing operations on sets of
ordered data, The CRAY—l has eight 64—element

— x/X~ (l4a) vector registers. All operands processed by the
CRAY—l are held in registers prior to and after

— I/k in [l + (ek — 1) 
~~~~ (l4b~ 

being processed by the functional units. In
general, the sequence of operations is to load one

‘ — 1/k ln(i + (e1’ — 1) Z 1Z LI (14c) or more vector registers from memory and pass them
to functional units. A result may be received by

The governing equations in the transformed apace a vector register and re—entered as an operand to

are of the following form : another vector computation in the same clock

L . 

~~ 
.

~~~~~

, E~ — 0 result per clock period. Chain operation is

• period. The chaining of two or more vector oper—
• — — ations allows the CRAY—i to produce more than one

St + x S~ 
+ 

i • automatically detected by the CRAY—i, but certain
I — i, 2, 3 (15) teordering of the code segments may determine the

elements, is processed as one or more 64—element
• 

• i  where 
~~ 

TI and 
~ 

are the metrics of the co— 
chain operation . A long vector which exceeds 64

ordinate transformation. The definition of the segments and a possible remainder of less than
conventional f lux vectors F , C , and H can be found 64 elements. No rigid requirement is imposed to

• in Ref. 7. COnstruct the vector loop.
• I

CRAY—i Architecture Prom a code developer’s viewpoint, the construc-
tion of a vectorized code hinges on how to avoid

• 
•: CRAY—i computer , an understanding of the archi— increment of subscripts, nonlinear indexing, and

• ~~~~ -- - — In order to exploit the full capacity of the 
I long or overly complicated loops, the non unit

- 
tecture is necessary. A detailed description of logical statement inside of a “do loop”. A major

the central processing unit , memory section , and improvement usually results if the scalar tempor—
- • - -, information of data flow can be found in Ref. 26. sty variables which at-c encountered most frequent—

The control of data flow between the parallel ly in the repetitious finite differencing scheme

• 
• • functioral units and hierarchically organized • 

are replaced with the vector temporary variables.

~~ memories i~ of fundamental importance. The CRAY—i The recursive loop of which the output is pro—

memory section normally consists of 16 banks of psgated back into the input ehould be eliminated
hi—polar 1024 — bit LSI memory. The memory size if the vector element is less than 64. The few

can be as large as 1,048,576 words. Each word is simple rules sug~~sted by Kigbie were found to be
72 bits long and contains 64 data bits and 8 extremely useful ~~.

periods (40 n sec). The access t ime (the time Numerical Procedure and Datacheck bits. The memory cycle time is fg~~~~~o clock

required to fetch an operand from memory to a 
• 

• Struc ture
scalar register) is 11 clock periods (1325 n see).
The ~azimum transfer rate for the intermediate 

The basic numerical method is the t ime—split or
register , intermediate scaler registers and vector • fac torized scheme originated by MacCormack. The

regis ters is one word per clock period (12.5 n fini te difference formulation in terms of the

s.c) Th. address and operand data are tram,— diff erence operator can be expressed as

~~~~~ed along . single path between main and block

3 _
—a- - —

~~~
-- -.-—_-•

~~

~~ • - ~~~~:—~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ~~~~~~~~~~ 
- - -  --- -- -

• -~~~~~~~~ -
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L~~(~~)I  LTI (~~~) L~ (M) 1 ~~~ From the symmetric differencing operator sequence

of predictor and corrector steps, one detects that
fl the dependent variables in the predictor level can

be completely eliminated by retaining only the

• ~~ (~~~) I L~ (-n) (16) I three cyclic pages currently in use (Figure 3).
For a flow field requiring a large amount of data

-~~ storage , this reduction in memory requirement is
• I substantial. Meanwhile, the paging process is

• 
~Each difference operator contains a predictor reduced from two sweeps to one. The predictor and

mad corrector. During a specific numerical sweep, corrector sequence is performed within one sweep
- the flux vectors are approximated by a central, by overlapping the corrector operation during one
!iorvard. and backward differencing scheme in such fractional time step.

• a fashion that after a complete cycle of the pre—
4ictor and corrector operations all the derivatives Once the planar or page storage is adopted, the

ing scheme. A graphic representation of these be performed over the complete page (TI — ~ plane)

I

. 
are effectively approximated by a central differenc— vector length can be determined. Calculations can

operations is given by- Figure 2. For a numerically thus yielding a vector length equal to the product
simulated three—dimensional flow field, the storage of gridpoints in the fl and ~ coordinates. However,

• in two time—level memory of all dependent varia— this particular arrangement may preclude a future
tiles, metrics of the Jacobian and the eddy viscos— requirement for a greater number of grid points to
Aty coefficient requires core storage usually cx— be retained in memory for vector temporary i.e.
.tOedin g the cap àcity of currently available com— immediately accessible vector storage . In addition,

• 0 • ~puters. For vector processing an even more Strin— the C1~AY—l vector registers (and therefore vector
gent requirement on data organization is required, operations) are limited to 64 el~~~nta, hence cx—

trend y long vector elements would not enhance the
- 

~n the acalar version of the code, the core vectorization. Therefore, separate vectors are
limitation was remedied by organizing the data constructed for Ti and ~ directions, yielding
~according to its streameise location into planar vector lengths approximately equal to the nt~~ er

• stoiage (pages). Only the data in process were of grid points in each direction. In order to

.I 

brought into the central memory core, while the keep all solutions in the same page (~ — ~ plane),
• 

0 , remainder were retained on a random access disk the streamwise sweep (~ sweep) is vectorized infile.. Three pagea of predictor level dependent the 1 direction.
-• ,- . variables, four pages of corrector level dependent

variables, and two pages of transformation deriva— For the present problem , the computational doma in
• ~~ves were required to process a planar sweep, with the dimension of 356.3 cm x 45.5 cm a 45.5 cm

• The -additional page for the corrector sweep is due is parti t ioned into two streamwise sections of 64
to the -numerical smoothing scheme originated by pages each. Every page contains 33 x 33 grid
~MacCormack 2 . • 

• points in fl and 1 coordinates respectively. The
problem is solved in two steps. The first corn—

~Whe n Investigating f lows with strong shock waves , putati onal section generates a three—dimensional
• it ~.a rmcessary to employ numerical damp ing in a boundary layer over a corner which becomes the

• ~hock—cspturing scheme. Fourth—order pressure in—flow boundary condition for the following
• • .- .~ ~damping was utilized which gcneratea an artificial shock—boundary layer interaction doaaon. Both

viscosity—like term, contain 64 x 33 x 33 grid points, but a finer

~~~~~ L r1”~-~ 
+ c 

I streamwise mesh spacing tix — 1.27 cm wan used for
• the interaction zone to gain a finer numerical

i — 1, 2, 3 resolution of the shock—boundary layer interaction.
• 

• I i a~1 ~~ B~~ ~~i . j • The ratio between the fine and coarse strealiwiso
grid spacing is 0.3063 yielding a mesh size in the

—~~~ Hn~e approximation of second order central differenc— interaction zone of 0.3958 of the local boundary—
~ng for the corrector step required additional grid layer thickness (4 .0cm) 23 . Thu cross flow plane

• -z
- 

- point information beyond the immediately adjacent grid—point distribution, however, remains idonti—
- . !~planes. The damping terms, however, are effective 

cal between the two overlapping segments. The

• only in the presence of shock waves where the memory requirement for each is about 0.545 million
- itumerical resolution is degraded. 0 ~IOTd5~0 I

I The numerical solution is considered ~~ it,For the vector code , the organization of data
must satisfy dua l constraints. The dependent steady state asymptote when the maximum difference
variables must be reduced to a minimum to satisfy • between two consecutive time levels of the static
an overall memory size restriction and equally preasure in the strong interacting zone is less -

• important, the partition of the immediately access— - than 0.2 percent. In the leading co~ iutational
domain the convergence criterion is established

-• ible data from the rest which may reside on disk
‘or other mass storage devices must be optimi zed, similarly but is based on the velocity profiles
The input/output traffic can significantly degrade instead of pressure.

the computer performance because the data flow to

I
Timing Resultsand from the disk or the mass storage requiring

- memory access is slower than the transfer from

a dominant flow direction, thus planar partioning for var ious types of func tional unit processing
- 

I wa, chosen over the block partioning. The rela— and memory loading (I/O) for the vectorized code.
-
~~ I tive merits have been discussed by Boningt 7 , and A knowledge of relative time expenditure informs—
~ 

memory to the registers. The basic program struc— - A portion of the present effor t  is aimed at

L 

•
• ture is designed for a flow field characterized by making internal comparisons of the relative times

~~~~~~~~~~~~~~~ — 
j  tion is important to provide some insight into the

-i- 

-
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F;rogra. execution rate. Although Cht. type of data Table 1
is code dependent , the present example is deemed • The Comparison of Scalar and Vec tor Processingtypical of a large class of Navier—Stokes solvers. 

~~
,.

The timing information is measured by vector opera-
tion countst’ end shown in Figure 4. It is obvious
that the relative usage of the memory path and VERSION 0? CODE RDP (Sec/Pts , ITERATIONS)
functional units is dominated by memory loadings

Scalar 4.761 a l0”~(34.62) and floating point mult iplicat ion (33.32) .
Within the functional units , the relative usage of Vector 5.861 x 10

• the floating point addition and multiplication has ___________________________________________________
the ratio of two to three. The relative usage of

• the reciprocal approximation is extremely rare , The vectorized program outperforms the original
i.e. less than 22. A- ass to a limited number of acalar code by a factor of 8.13. In Table 2 , the
vector registers is required for temporary storage timing results of the scalar code and vectorized

- When these are not available , additional memory given. .

of intermediate results in vector operations, code performance for four different computers are

• loadings result. In spite of the high percentage -

of memory loading, a portion of the vectorized Table 2
- Fortran code has achieved an execution rate of
42.9 MFLOPS17 . Further improvements still can be Comparative Timing Result,

made either in Fortran or assembly language
versions of the present code. However , we [eel

COMPUTER VERSION RDP (RDP)
~~BER 74’hl~~• an overall execution rate greater than 60 MPLOPS OF CODEon thi s size problem is unlikely.

- CYBER 74 Scalar 7.48 a lO’~ 1.0
— - The timing comparison between the scalar version

• and vectorized version of the same numerical
CDC 7600 Scalar 1.45 a 1O~~ 5.2algorithm is very import ant for the projection of

f uture developments In computa t iona l  f l u i d  dynamics. CRAY—I Scal ar 4.76 a 1O~~ 15.7Equally important , a comparison between several
• high speed processors and the CRAY-i on the three—

CRAY—l Vector 5.86 a 1O~~ 127.7dimensional aerodynamics simulation program is
highly desirable in the evaluation of the Vector 

STAR 100 Vector 1.50 a l0~~ 49.9
- performances. A ba~tc dilemm.t exists for the COTS 

(64bitparative investigation; namely in Lhe process of
~vectorization significant changes were made either

STAR 100 Vector 6.00 a l0~~ 124.7- ‘on the amount of comput.ition performed or on the (32b1t
- number of subroutine calls m -,di’. The final
vectorized program usually lu-nra little resemh lcmce
to the original ocalar code . 1 7

, S u b st a n t i a l  Im-
provement in performance of tht- vectorized code on A brief  descript ion of each running con dition for
a acalar machine has also been reported . However , which the t.iminp. results were obtained may help
this iieprovemt nt ill pertorrtancc can be considered wi th the interpretion of the dsta ’~ . The compute—
as a cont r ibut ion  due to the vectorization process. tions conducted on CYIIER 74 and CDC 7600 with a

grid point system of (17 x 33 x 33) were performed--- -6
In order to perform the comparative study, a in the early phase of the present task’. On the

• a criterion must be ostablished. The ultimate eval— ~YEER 76 computer the data storage problem was• uation of da ta  p r oces , ln g  rate is the computing overcome by a data manager subroutine in conjunction
tim.. The completely duplicated computations for with a random access disk file. The computation
an identical fluid rwcluinics problem are usually carried out on CDC 7600 used large core memory for
prohibited by the incors memory and the indexing all the dependent v~riab1en . The 1/0 requirement
l imi t a t ions  for var i ous  processors. Therefore , is substantial , particularly for the computation
one has to accept the rate of data processing as performed on the CYBER 74.
th. criterion. The rate of data processing La

• 
• 
co~~~n1y defined as • The comparison of timing results between the

I - CRAY—l and STAR 100 needs special attention. The
ID? — ~~%J rime/(Total Number of Grid Points vector code developed by R. Smith at NASA Langley

the Jacobian of the coordinate transformation
~ a Total Number of Iterations) Research Center~~ contains the full complement of

The particular rate of data processing is r—- ~ (9 metrics), thereby permitting more complex con—
suitable for numerica l programs with similar figurations to be simulated. The present code
al gorithms and convergence rate. II the ratio 0(7 metrics); however , is desi gned for a flow field

- between field grid points and boundary points can containing a definite orientation bias for sero—
be maintained between two programs then the con— dynamical engineering application . The afore—
pariaon is particularly meaningful. mentioned requirement in formulation definitely

4 : will lead to more computations to be performed than

between the scaler code and vectorized code on rode definitely contributes to the rather signi fi—— 
~ I In Table 1. the comparison of timing results - 

for the present simplificat ion . This difference in

the CRAY—l is presented. cantly lower data processing rate than the present
result. For the explicit numerical scheme , the
numerical results either by the 64 bit or 32 bit

,

~~~
a r i thmet ic  are nearly Ident ical ’ . Therefore, the

- accurate assessment of the rate of data pr ocessing
______________ ______ ~betv,cn the CRAY—l and STAR 100 should be comparable

• 
•~~~*M.*—~~~~~~

- - • --
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I for aerodynamics engineering simulations . inviacid domain. The maxiai diacrepancy between
data and calculation is in the lambda wave struc—

Comparisons with Experimental Data ture. One of the factors contributing to the die—
parity is ‘that the present variable mesh distribu—

Two experimental ~~~~~~~~~~~~~~~~ on the in— tion does not match perfectly with the experimental
I teraction of a normal—shock wave with a turbulent data collecting location , thereby requiring an in—
boundary layer were used to compare with the pre— terpolation. Nevertheless, in general, the agree—
sent vectorized CRAY-l computations . The data of ment between data and calculation is very good.
Seddon~” was collected for the arrangement of a The maximum disparity between data and calculations
muspended flat plate and a shock generator. A is about 10 percent.
aubstantial amount of the measurements within the

- - - boundary layer were recorded by a series of pres— In Figure 7 the Mach number contour is presented
sure probes. The velocity flow field data of in an attempt to compare with the flow field
Abbiss et al 2 3 , however, was obtained by means of structure given by Abbiss et al2~ in Figure 8.

simply a wind tunnel in which a normal shock wave indicated. The strong viscous—inviscid zone ex—
a laser anemometer. The test arrangement is The bif ur cation of the normal shock wave is clearly

is held across the whole test section by an adjust— tends about four undisturbed boundary layer thick—
able sonic throat positioned far downstream. This neases upstream of the normal shock wave. As the
particular conf igura t ion  is simulated by the pre-’ boundary layer thickens through the continuous corn—
sent analysis. Unfortunately, little flow field pression of the lambda shock wave system, the local

- Information within the boundary layer domain was boundary layer exceeds twice the value of the
available. Therefore, for the purpose of corn— initial boundary layer thickness. One can detect

• parison, the combined usage of the two sets of the out-ward displacement of the Mach contour either
data becomes necessary. from Figure 7 or Figure 8. The calculation nearly

duplicates all of the primary features of the ex—
For the normal—shock wave and turbulent boundary perimental observation. However, a difference can

layer interactions , the only significant  length be discerned in the dimension of the embedded
scale is the turbulent boundary—layer thickness at supersonic zone between the experimental observe—

streameite coordinate in the present effort is emanates from the expansion due to the total pres—• I - the initial interception of the shock wave. The tint and calculation. The local supersonic zone

therefore presented in dineosionlesa units based sure difference between the normal shock and the
upon this boundary layer thickness, lambda shock structure and the rapid change in the

displacement surface. A few percent disparity in
In Figure 5, several velocity profiles across predicting the magnitude of velocity lead to th~- -. the wind tunnel at a Reynolds -number of 3.0 a lO~ di st ingu ishable discrepancy in the defin i t ion of

are presented. This  location represents the flow the embedded supersonic zone, A similar observe—
• field condition at the end of the leading segment tion may be made for the work of Shea 2’ in his in—

of the computational dornain which is also the Up— vest igation of the two—dimensional normal—shock
st ream condition for the folloving interaction wave and turbulent boundary layer interaction.
zone. An orderly s t ructure  in these velocity dis-
tributions can be observed reflecting the sym— In Figure 9, the velocity distribution parallel
metrical developmen t of the viscous layer over to the wind tunnel side walls is given. The
the corner. In the plane normal to the axis of velocity distribution near the plane of symmetry

- the wind tunnel arid at a distance greater than displays a structure similar to that found in
the boundary layer thickness (6 cm) away from the Seddon’s data2” , however, toT different test con—
adjacent wall, the two—dimensional boundary layer ditions. Therefore quantitative comparisons can
structure is clearly exhibi ted.  The present not be made except to point out some of the salient
results agree reasonably well with the data of features of the entire flow field. A reverse flow
Seddon2” . The data , however, were collected at is observed beneath the lambda shock wave system.

- a Reynolds number one decade lower than the pre— The separated flow region begins about three
sent condition and at a s l ightly d i f f e ren t  Mach boundary—layer thickness upstream of the normal
number (1.47 v.s. 1.51). At the range of Reynolds shock and terminates at five boundary layer thick—
numbe rs considered , the Reynolds number dependence ness downstream. The length of the separated
should be scaled Out by the boundary layer thick— domain is similar to the measurement of Seddon2h

ness. An independent boundary—layer calculation and the numerical simulation by Shea25 .
using the exact simulated condition was pet forme d
that ver i f ied  this contention.  It was found that The entire flow field structure is presented in

- - -  the difference in magnitude of velocity is a few Figure 10 in terms of density con tou r s at var ious
I percent. The present result unde9redtcts the atreamaiso locations. The shear layer over the
m.asured boundary layer thickness2 by about eight corner region, the strong inviscid—viscous domain ,

- 
percent. I and the subsequent readjustment of the flow field

are easily detectable. A clear indication of sub—
• A direct comparison of several velocity dis— stantial growth of the shear layer over the wind

trlbutlons between the data of Abbiss et al ’1 and tunnel wall is also obvious,
the present calculation is presented in Figure 6
for the interaction region. The data are dis— Conclusions

A three dimensional time dependent Navier—Stokes
• the corner domain. The coordinate a is taken in 

code using MacCormack’s explicit schemo has been
I the atreameise direction along the tunnel floor -vectorized for the CRAY—l computer. The vectorizedand y norma l to the floor. Excellent agreement code on CRAY—l computer achieved a speed of 128

• 

I 

played for fixed x/~ and y coordinates away from

between the data and calculation Is observed for times that of the ori ginal ecalar code processedthe regions ei ther  deeply imbedded wi thin the by a CYBER 74 computer. The vectorized code

~~~~~ 
layer or complete ly contained In the 
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A1AA Paper 79—0130 , January 1979.

-‘ The numerical simulation for a turbulent , tran-~
sonic, normal shock—wave boundary—layer interaction 12. Briley, W. R. and McDonald, H., “Solutions of
in a wind tunnel has been successfully performed - 

the Three—Dimensional Compressible Navier—
using a total 139,400 grid points. The numerical Stokes Equations by a Implicit Technique.”result indicates sufficient resolution for en— Lecture Notes in Physics, Vol. 35, Springer—

- gineering purposes. Additional increase in speed 
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